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ABSTRACT   

 

This work addresses the problem of automatic classification and labeling of 19th- and 20th-century quilts from 
photographs. The photographs are classified according to the quilt patterns into crazy and non �– crazy categories. Based 
on the classification labels, humanists try to understand the distinct characteristics of an individual quilt-maker or 
relevant quilt-making groups in terms of their choices of pattern selection, color choices, layout, and original deviations 
from traditional patterns. While manual assignment of crazy and non-crazy labels can be achieved by visual inspection, 
there does not currently exist a clear definition of the level of crazy-ness, nor an automated method for classifying 
patterns as crazy and non-crazy.  

We approach the problem by modeling the level of crazy-ness by the distribution of clusters of color-homogeneous 
connected image segments of similar shapes. First, we extract signatures (a set of features) of quilt images that represent 
our model of crazy-ness. Next, we use a supervised classification method, such as the Support Vector Machine (SVM) 
with the radial basis function, to train and test the SVM model.  Finally, the SVM model is optimized using N-fold cross 
validation and the classification accuracy is reported over a set of 39 quilt images. 
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1. INTRODUCTION  
With the advancements in camera-based imaging, humanities researchers have been imaging very large collections of 
historical artifacts that generate unprecedented amounts of digital data. These image collections have to be stored, 
organized, annotated, classified, and searched in order to serve humanities researchers. One example of such an image 
collection is the repository of the photographs of the 19th- and 20th-century quilts. This work tackles the problem of 
automatic classification and labeling of the photographs of the 19th- and 20th-century quilts with a specific focus on 
classification of quilts into those with crazy and non - crazy patterns.  

In general, automatic classification over a large collection of quilt photographs (150,000 in the Matrix database) allows 
humanities researchers to search and interpret distinct characteristics of an individual quilt-maker or a group of quilt-
makers. Understanding of these characteristics can reveal the mappings between the choices of layout, pattern, color, or 
shapes, and the affiliations of quilters in terms of their religious and political beliefs or social standing. The challenge of 
automatic classification lies in the fact that the assignment of classification labels has been done so far manually based 
on visual inspection without a mathematical model. The motivation of our work is to define a non-existent mathematical 
model for the assignment of the level of crazy-ness, and develop a classification algorithm to remove the manual 
assignment process.  

Previous work has focused to document, preserve and share this cultural heritage. The previous work available can be 
viewed as two extremes: one by humanist focusing on interpretation of characteristics of quilts; the other in the field of 
texture analysis and synthesis in statistics and computer vision. Julesz suggested that two texture images will be 
perceived by human observers to be the same if some appropriate statistics of these images match. This suggests that the 
two main tasks in statistical texture discrimination are (1) picking the right set of statistics to discriminate, (2) finding an 
algorithm that discriminates them. In comparison to the previous work, this work suggests an approach to extract statics 
that mathematically model the presence of global symmetry for quilt patches.   
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2.3 Shape Homogeneous Classes of Texels 

After detecting texels in quilt images, we have to characterize spatial distribution and symmetry of texels of similar 
shape and size. The descriptors of spatial arrangement and distribution of texels correspond to the next higher level of 
hierarchical characterization of quilt patterns. Thus, a quilt pattern model includes statistical parameters of the spatial 
distribution of color-similar texels. The detection of shape homogeneous classes of texesl is executed in a bottom up 
manner. Each texel is put into a class of its own and the classes are iteratively merged based on similarity in shape of 
containing texels. Shapes are determined to be similar based on similar measures of perimeter and area contained by the 
texel. 

2.4 Quilt Signature 

A quilt signature is a set of quantifiable features derived from the presence and spatial distribution of a class of texels. 
The signature becomes the input to a supervised classification method in order to determine the level of crazy-ness. 

The features forming a quilt signature are: (1) Number of Pixels, (2) Number of Classes, (3) Number of Classes 
identified as Noise, (4) Number of Classes containing single texel, (5) Number of Classes containing two texels, (6) 
Number of Classes containing multiple texels, (7) Maximum number of texels for any class, (8) Minimum variance in 
texel location for any class, (9) Minimum value of deviation from symmetry (   M)/  where , M and  are expected 
value, most frequent value and standard deviation of the intra-class inter-texel distance respectively.  

 

 

3. ALGORITHMIC DESIGN 
3.1 Introduction  

The classification methodology consists of four steps. In the first step, a color-homogeneous Region or Texel is detected 
by color based K-means clustering followed by connectivity analysis. This step leads to a cluster of color �– 
homogeneous regions that represent quilt patches with similar colors. The second step uses a divide-and-conquer 
approach to identify sub-clusters that share similar shape properties such as area and perimeter. For each sub-cluster, 
statistics of nearest neighbor distances are computed for example, the mean and variance of distances. In the third step, a 
quilt signature per image is formed from parameters including the number of clusters containing a single color-
homogeneous region/texel, the maximum and average number of color-homogeneous regions per cluster of regions, the 
minimum variance present in any class, etc. Our selection of these parameters is based on the observation that crazy 
patterns have a small number of color-homogeneous and shape-similar regions in a cluster and a large number of clusters 
containing only a single region. They also have no symmetry and hence large variance in inter �– Region nearest neighbor 
distance.  In contrary, non-crazy patterns will have a small number of clusters and a large number of color-homogeneous 
and shape-similar regions in a cluster. In the last step, a Support Vector Machine (SVM) model is trained using labeled 
quilt images and cross validated by 50:50 train: test split. 

In a nutshell, the algorithm designed consists of quilt signature extraction and classification steps. The input is an image 
and the output is a label (crazy or non-crazy). The processing sequence can be described by the following workflow: 

color based image segmentation  connectivity analysis  shape similarity analysis  signature extraction  
statistical learner 

These processing steps are described next. 

 

3.2 Color Based Image Segmentation 

The goal of image segmentation is to identify pixels having similar color by clustering pixel intensities in a color space 
and assigning each pixel a cluster. Segmentation is accomplished by using the k-means clustering algorithm to identify 
color clusters mapped into the RGB space. The control parameter �‘k�’ which is the number of clusters required is 
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determined heuristically to achieve optimal performance. The rule for choosing �“k�” follows an observations that a very 
large value of �‘k�’ may lead to over-fitting noise while a very small value may lead to ineffective image model.  

3.3 Connectivity Analysis 

The goal of connectivity analysis within clusters is to obtain image segments corresponding to quilt patches. These color 
homogeneous connected regions are the smallest units of statistical significance in our algorithm. The connectivity 
analysis is done using 4�–nearest neighbor blob coloring method and leads to color homogeneous texels. 

3.4 Shape Similarity 

The goal of shape similarity analysis is to identify a quilt pattern as a layer of texture with similar color and shape 
properties of texels. This class of shape homogeneous texels is obtained by comparing perimeter and areas of texels and 
consequently merging them hierarchically. 

A class is defined as a set of texels which are similar in shape and size. First, each texel is put in a class of its own. Then 
classes are merged hierarchically in an iterative fashion according to the average area and perimeter of the texels it 
contains i.e. two classes are merged if they lie with the threshold of similarity. The parameters are updated at each 
iteration. Finally, the statistical features of the class are evaluated. These statistical features are those required for 
computing the signature. 

3.5 Signature Extraction 

The quilt features which have been described in section 2.4 are extracted by evaluating the parameters globally from 
each of the classes iteratively. 

3.6 Statistical Learner 

The goal of statistical learner, such as Support Vector Machine (SVM) method with the radial basis function kernel, is to 
model the mapping between the signature (input) and the level of crazy-ness (output).  The training is optimized using 
10-fold cross validation. The SVM model can be used to classify unlabeled images. 

 

 

4. EXPERIMENTAL RESULTS 
4.1 Test Data and Experimental Setup 

We evaluated the capability of our algorithm on quilt photographs available at the MATRIX quilt database. Forty test 
images were selected manually out of 150,000 available quilt images. The manual process allowed elimination of low 
quality quilt photographs due bad lighting conditions, folded quilts, or presence of foreign objects in the photograph.  

The processing sequence started with extracting quilt signatures that were used to train a support vector machine (SVM) 
classifier/learner using a radial basis function kernel. The SVM classifier was optimized using 10-fold cross validation 
and the classification accuracy was reported over a set of 40 images. 

 

4.2 Algorithmic Control Parameters 

Figure 2 and Figure 3 show the effects of the clustering parameter (number of cluster) and texel detection parameter 
(color thresholding) on the features extracted over the hierarchical structure of the image.  
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Figure 4. A visual form of the physical stages of the algorithm. (a)Shown is a non-crazy quilt photograph input to the algorithm. 
(b)The result after k-means clustering, where each cluster center is represented by a shade of grey. (c)The result after blob coloring 
implementation where each shade corresponds to a texel or quilt patch.  (d)A visual form in which each patch of similarly shaped quit 
is given the same shade of grey. 

 

 

 
 

Figure 5. A visual form of the physical stages of the algorithm. (a)Shown is a crazy quilt photograph input to the algorithm. (b)The 
result after k-means clustering, where each cluster center is represented by a shade of grey. (c)The result after blob coloring 
implementation where each shade corresponds to a texel or quilt patch.  (d)A visual form in which each patch of similarly shaped quit 
is given the same shade of grey. 

 

4.4 Observed Accuracy 

The SVM classifier led to a model with an accuracy of about 90% over a set of 40 quilt images. 

 

4.5 Time Complexity 

The algorithm has a linear time complexity O(n) with the number of pixels (assuming algorithm control parameters are 
fixed). 
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4.6 Data Visualization 

The high dimensional data was mapped to 2 dimensions using the principle component analysis algorithm for 
visualization of data distribution.  It clearly shows a separation in trend for the parameters extracted by the algorithm 
along the direction of maximum co-variance.  

 

 
 

Figure 6. The high dimensional data was mapped to 2 dimensions using the principle component analysis algorithm for visualization 
of data distribution. The horizontal axis is an axis in space corresponding to the direction of maximum co-variance. The vertical axis 
corresponds to the direction of next largest value. 

 

5. SUM ARY 
We implemented the classification methodology using a combination of Java and Matlab code. The algorithm was 
applied to 39 quilt images from the MATRIX database at the Michigan State University. We report almost 90 percent 
classification accuracy over 39 images using SVM and its radial basis function. In the future, we plan on extending the 
categorical model of crazy-ness to a continuous function reflecting the level of craziness. 
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