
Abstract—We present a solution to repeatability assessment 

of an arm gesture recognition system using multiple 

orientation sensors. We focus specifically on the problem of 

controlling Unmanned Aerial Vehicles (UAVs) in the presence 

of manned aircrafts on an aircraft deck. Our goal is to design 

a robust UAV control with the same gesture signals as used by 

current flight directors for controlling manned vehicles. Given 

the fact that such a system has to operate 24 hours a day in a 

noisy and harsh environment, for example, on a Navy carrier 

deck, our approach to this problem is based on arm gesture 

recognition rather than on speech recognition. We have 

investigated real-time and system design issues for a 

particular choice of active sensors, such as, the orientation 

sensors of the IS-300 Pro Precision Motion Tracker 

manufactured by InterSense. Our work consists of (1) 

scrutinizing sensor data acquisition parameters and reported 

arm orientation measurements, (2) choosing the optimal 

attachment and placement of sensors, (3) measuring 

repeatability of movements using Dynamic Time Warping 

(DTW) metric, and (4) testing performance of a template-

based gesture classification algorithm and robot control 

mechanisms, where the robot represents an UAV surrogate in 

a laboratory environment.

I. INTRODUCTION

ITH the current advancements of autonomous 

unmanned vehicles, there is a need to support a 

control of unmanned and manned vehicles without 

interfering with the current control mechanisms of manned 

vehicles. For instance, the current control mechanism for 

manned aircrafts is based on people, called flight directors 

or yellow shirts, performing gestures according to a pre-

defined lexicon of gestures and pilots following the gesture 

corresponding commands. In order to avoid changes of 

standard control practices and accommodate newly 

developed unmanned aircrafts, a problem of unmanned 

vehicle control using standard control procedures arises. 

This problem motivated our work and development. 
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In this paper, we focus specifically on the problem of 

controlling Unmanned Aerial Vehicles (UAV’s) in the 

presence of manned aircrafts on an aircraft carrier deck. 

Our goal is to design a UAV control with the same gesture 

signals as used by current flight directors for controlling 

manned vehicles. Given the fact that such a system has to 

operate 24 hours a day in a noisy and harsh environment, 

for example, on a Navy carrier deck, our approach to this 

problem is based on arm gesture recognition. Speech 

recognition systems were not recommended due to a very 

noisy background environment. Thus, our objective is to 

investigate real-time and system design issues for a 

particular choice of active sensors. 

Our proposed gesture recognition system is based on IS-

300Pro Precision Motion Tracker by InterSense [1], and an 

overview diagram in Fig. 1 describes the entire system. An 

operator (a yellow shirt) performs a gesture, during which 

the tracker sensors transmit acquired data to the IS-300Pro 

base unit and then to a PC. Sensor outputs are analyzed and 

classified into corresponding commands (gesture name). 

Gesture commands are converted into a set of robot 

instructions and sent to a robot. The robot surrogate, which 

in our case is Pioneer II from ActivMedia [4], executes 

robot instructions in our laboratory environment instead of 

a real UAV. 

In the past, researchers have approached the problem of 

manual robot navigation via wireless control using 

handheld devices [8]. If the robot (or UAV) control should 

be driven by flight director’s gestures then computer-vision 

based solutions might be considered. For example, a system 

with single or multiple cameras acquiring a video stream 

could analyze images and compare temporal signatures of 

gestures in video frames with a set of temporal templates 

[7]. Nevertheless, the computer-vision based approaches 

for gesture recognition are not robust enough for real-time 

UAV navigation on a cluttered Navy deck. 

In this paper, we present several theoretical and 

experimental issues related to a design of a gesture 
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Fig. 1.  Flow diagram of a developed system for robot control using 

hand gestures. 
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recognition system using the IS-300 Pro Precision Motion 

Tracker by InterSense. Our work consists of (1) 

scrutinizing sensor data acquisition parameters and 

reported arm orientation measurements in Section II, (2) 

choosing the optimal attachment and placement of sensors 

in Section III, (3) measuring repeatability of our 

experiments using Dynamic Time Warping (DTW) metric 

in Section IV, and (4) designing template-based gesture 

classification algorithm and robot control mechanism in 

Section V. Our work is summarized in Section VI together 

with an outline of challenges and future directions. 

II. SENSOR DATA ACQUISITION PARAMETERS

A. IS-300 Pro Parameters 

The IS300 Pro Precision Motion Tracker is shown in Fig. 

2 and it was developed for head movement tracking in 

virtual reality systems. The base unit of IS300 can track up 

to four sensor inertia cubes. We have scrutinized (1) 

acquisition rate (maximum tracking rate is 1200° per 

second, update rate is up to 500Hz), (2) measurement 

accuracy (RMS angular resolution is 0.02°, RMS angular 

accuracy is 1.0°, and RMS dynamic accuracy is 3.0°), (3) 

temperature range (0°C to 50°C), and (4) ruggedness 

(shock sensitive), in addition to size, weight and cost 

evaluation criteria mentioned before. All parameters were 

adequate for our application except from the sensor 

ruggedness. However, the ruggedness was not our major 

concern at this time. By using the IS300 Pro Precision 

Motion Tracker, we have also avoided the issues related to 

multiple sensor synchronization because the IS300-Pro 

base unit handles four sensors simultaneously.  

B. Selection of Reported Orientation Measurements 

One of the parameters scrutinized before running any 

experiments was the choice of reported orientation 

measurements, such as, (1) a 3x3 rotation matrix, (2) three 

Euler angles (yaw, pitch and roll), and (3) four-element 

quaternion. First, we decided not to use the rotation matrix 

because (a) it can be constructed from the Euler angles or 

quaternions, and (b) it requires transmitting larger number 

of bytes (matrix entries) than the other two representations 

and hence adds unnecessary communication and 

computational cost. Second, we evaluated the pros and 

cons of Euler angles and quaternions. The major advantage 

of Euler angle representation over quaternion 

representation is its easy comprehension for humans. The 

disadvantage of Euler angle representation is its singularity 

point when yaw is near 90 degrees. Third, we have 

investigated the transformation uniqueness between 

rotation matrices derived from Euler angles or quaternions, 

Euler angles, and four-element quaternions. This seemingly 

trivial issue is complicated by the fact that the IS300 Pro 

reports angular values in left-hand coordinate system while 

all computer graphics and java3D libraries use right-hand 

coordinate system. We have investigated conversions of (a) 

Euler angles to rotation matrix to Euler angles, (b) 

quaternions to rotation matrix to Euler angles, and (c) 

rotation matrix to Euler angles and quaternions. We have 

implemented two different methods, GEMS [6] and TRTA 

[5], for this purpose. To the best of our obtained 

knowledge, we could not find a method that would recreate 

identical angles in the above (a), (b) and (c) 

transformations. 

Based on our scrutiny, we decided to (a) directly acquire 

Euler angles, (b) avoid any angular and coordinate system 

transformations by modeling gestures directly with a 

combination of absolute angles (roll and pitch) and relative 

angles (yaw), and (c) work in the left-hand coordinate 

system. The singularity point in Euler angle representation 

was compensated by an appropriate design of our 

classification algorithm. 

III. ATTACHMENT AND PLACEMENT OF SENSORS

Sensor placement is crucial for obtaining repeatable and 

gesture unique measurements. Repeatability of 

measurements was improved by a thorough design of tight 

attachment mechanisms between sensors and a sensor base, 

and a sensor base and human arm. Sensors were attached 

firmly to a plastic flat board by two screws and the board 

edges had openings for Velcro armband strips. To assure 

minimum movement of the sensors it is recommended to 

place armbands tightly around skin rather than around any 

sleeves or other clothing.  

The issue of acquiring unique measurements for each 

gesture was addressed by investigating (1) different 

number of sensors per arm (two or three sensors per arm), 

(2) variable sensor locations and (3) several sensor 

orientations on a forearm or upper arm. The possible sensor 

placements are illustrated in Fig. 3. 

We model a human arm by three connected (almost) 

rigid segments corresponding to the upper arm, lower arm, 

and wrist. A sensor mounted on each of these segments 

captures the full range of motion of that segment and three 

sensors together capture the full range of motion of the 

arm. However, the fact that the IS300 Pro unit can handle 

at most four sensors limits us to only two sensors per arm. 

A closer analysis of the NAVY gesture lexicon [2] suggests 

that the wrist segment gives the least amount of 

information about the whole arm orientation. Furthermore, 

Fig. 2.  a) IS300 Pro base device, b) Inertia Cube, and c) base device 

with 4 cubes on arm bands. 

554



through numerous gesture experiments with three sensors 

on one arm, as shown in Fig. 3c, we determined that a user 

usually moves the wrist joint very rapidly with involuntary 

movements that are not part of the target gesture. Thus, we 

concluded that two sensors per arm, mounted on the upper 

and lower arm are adequate for majority of the gestures in 

the NAVY lexicon [2]. The placement of sensors along 

each respective arm segment is also critical to the 

information content of acquired data and to the gesture 

recognition accuracy and robustness. Placing the lower arm 

sensor near the wrist end allows for greater range of angles 

to be captured than by placing the sensor near the elbow, 

and this placement also gives a perfect representation for 

the facing direction of the palm. A larger rotational range at 

the wrist can be explained by the lower arm anatomy 

composed of two almost parallel bones. To capture the 

largest rotational range of the upper arm, a sensor is placed 

near the elbow because the flesh and muscles near the 

shoulder do not move as much as those close to the 

shoulder. 

We also considered multiple initial sensor orientations 

with the sensors pointing either sideways (away from the 

body as shown in Fig. 3a, or forward (see Fig. 3b). The 

sideway pointing location is preferred, because the upward 

pointing sensor location hindered the movement of an arm 

as the lower arm would hit the upper arm’s sensor while 

bending arm at the elbow by more than 90 degrees. 

Another reason for choosing the sideways placement is that 

sensors are more stable while resting on a flat surface 

(broader side of an arm segment) than on a highly curved 

surface (narrower side of an arm segment). 

To prevent the weight of the connecting wires from 

pulling on attached sensors and making them move, it is 

recommended to hold the wires in a hand with enough wire 

between the hand and a sensor for free movement in all 

directions. 

IV. REPEATABILITY ASSESSMENT

 In order to assess repeatability of gestures, we 

investigated characteristics of Euler angles under different 

sensor motions. We analyzed the outputs of individual 

sensors against each other, as well as, the sensor outputs of 

combined Euler angles from a gesture versus the sensor 

outputs from multiple repetitions of the same gesture, or 

multiple gestures. In addition to proposing a gesture 

repeatability metric to quantitatively measure system 

reliability, we also developed our own real time 

visualization software. The presented repeatability 

assessment is motivated by our effort to develop a very 

robust gesture recognition system that includes (a) training 

data selection, (b) gesture ranking based on similarity with 

other gestures for improving system robustness, and (c) 

detection of sensor failure, defect or performance 

deterioration.  

A. Sensor Repeatability Analysis 

First we assessed reliability of yaw, pitch and roll angles 

by comparing values from different sensors going through 

the same motion. For this purpose we attached two sensors 

to the cover of a hardback book, and positioned the book 

on a flat horizontal surface. We performed opening and 

closing of the book cover repeatedly under multiple book 

rotations. The average angular difference between two 

corresponding samples in the two sensors’ data recordings 

was less than 2°; therefore we concluded that both sensors 

reported almost identical angular measurements. 

To assess sensor repeatability of measurements obtained 

from arm motions, we experimented with mounting all 

sensors on the lower arm and moving the arm in order to 

compare multiple sensor outputs. Fig. 5 shows a couple of 

sensor placements, such as, one with the sensors on a side 

of the arm and the other with the sensors on a top of the 

arm. All performed arm motions consisted of raising and 

lowering an arm forward or sideway. Fig. 4 demonstrates 

the visual similarity of angular measurements obtained 

from repetitive motions of raising the arm sideways from 

vertical to horizontal position. We concluded that all 

sensors indeed report almost 100% identical readings when 

going through “theoretically” identical motion. 

Fig. 3.  Tested orientations were a) two sensors sideways, b) two 

sensors up, and c) three sensors sideways. 

Fig. 4.  Comparison of Euler angles when a) moving arm sideways up 

three times.  Sensors were attached 4 in a row pointing up as in Fig. 5b.  

Angle graphs for all sensors show b) yaw, c) pitch, and d) roll. 
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B. Gesture Repeatability Metric 

In order to quantitatively evaluate repeatability, we 

propose to use a Dynamic Time Warping (DTW) based 

metric that has been used in speech recognition domain [3] 

for matching words (sounds). The DTW algorithm 

accounts for different rates of the said words, which 

correspond to individual gestures in our case. First, the 

DTW algorithm finds the difference between two 

recordings of gestures one angle at a time, resulting in a 

numerical error for each angle. Second, the algorithm 

compares gesture-A (x-axis) with gesture-B (y-axis) by 

going only forward in time and making the best match at 

each sample pair (i, j), where i is a time sample from 

gesture-A and j is a time sample from gesture-B. To find 

the smallest value at each (i, j), the local distance is 

calculated first between the samples of gesture-A(i) and 

gesture-B(j), and then added to the lowest cumulative 

global distance from one of the three possible previous 

coordinates according to Eq. (1). 

.,,min 1,1,1,1,, jijijijiji DDDdD (1)

Fig. 6 shows an illustration of DTW error computation 

for the in word “speech”. In our case, the local distance di,j

is calculated according to (1) between one Euler angle from 

gesture-A and the corresponding Euler angle from gesture-

B. Di,j is the overall error at times i and j for the chosen 

Euler angle in the two gestures. The final error EDTW

between two gestures for one Euler angle is the last 

computed Di,j, where i and j are the final samples in their 

respective gestures. EDTW corresponds to the upper right 

corner of the illustration in Fig. 6. By considering one 

Euler angle at a time, we obtain 12 different global errors 

EDTW (3 angles for each of the 4 sensors). The total DTW 

based error ET for a pair of gestures is then computed by 

summing all global errors according to (2). 

12

1i

DTWT iEE  (2) 

C. Experimental Results 

While conducting gesture comparisons, an arbitrary 

percentile of the same gesture’s recordings can be used as 

training data or as templates for classification. To select the 

best templates, six runs of each gesture were recorded first. 

Then, all gesture recordings are aligned by manually 

identifying their beginning and their end. Afterwards, 

DTW errors are computed for all pairs of gesture 

recordings. In this experiment, we set our objective to find 

three most similar gestures. All-possible combinations of 

triplets (6 choose 3) were evaluated by summing up the 

three pair-wise total errors for each triplet. For example, 

given the triplet of gesture sets 1, 2, and 3, the sum of total 

Fig. 6.  An illustration of DTW algorithm used to compare two 

instances of the word "speech".  In our case the letters are replaced by 

angle measures.  The picture shows the shortest global path from 

beginning to end, as well as the calculation of error at coordinates (i, j).

TABLE I 

RANKINGS OF 20 GESTURES FROM LEXICON

(1) MOST SIMILAR TO OTHERS,  (20) MOST DIFFERENT FROM OTHERS

Rank Gesture name 

1 Turn To Right 

2 Turn To Left 

3 Launch Bar Up 

4 Up Hook

5 Down Hook 

6 Move Ahead 

7 Disengage Nose-gear Steering Left 

8 Fold Wings 

9 Launch Bar Down 

10 Move Back 

11 Spread Wings 

12 Engage Nose-gear Steering Left 

13 Pivot To Left 

14 Pivot To Right 

15 I Have Command (Yellow shirt’s left arm is up) 

16 Brakes

17 Slow Down 

18 Pass Control (To yellow shirt’s left) 

19 Stop

20 Slow Down Engines on Right 

All directions refer to the orientation of the pilot in the aircraft, 

unless otherwise noted. 

TABLE II 

CHART WITH TOTAL DTW ERRORS OF 6 “MOVE AHEAD” TRIALS

 2 3 4 5 6 

1 21847 22242 26555 32440 28448 

2 10783 18124 19220 16395

3   19880 18179 16393

4 22184 16918 

5     18786 

Bold number show that trials 2, 3, and 6 are most similar 

Fig. 5.  Two placements of 4 sensors in a row on the lower right
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errors is equal to ET(1,2) + ET(1,3) + ET(2,3) (see Table II). 

Minimization of the sum of total errors leads to the optimal 

selection of training data. 

We also compared all 20 gestures from the NAVY 

lexicon [2] to each using the DTW based metric. The 

results showed that gestures “turn to left” and “turn to 

right” appear to have the highest similarity to the rest of the 

gestures and hence might be misclassified more likely than 

other gestures. However, the ET values for these two 

gestures are larger than the ET values for gesture repetitions 

by a factor of at least three. The ET value for a pair of the 

gestures “slow down” and “slow down engine on indicated 

side” leads to the largest value among ET values for all 

pairs of gestures and therefore these two gestures should be 

classified with the highest confidence. We also ranked all 

20 NAVY gestures based on the global error ET. The

ranking of gestures from least repeatable to most repeatable 

is shown in Table I and the error values are shown in Fig. 

8. A lower value of ET means that a gesture is more similar 

to the rest and thus less repeatable. 

D. Data Visualization 

All data are captured in sets, with each set containing a 

timestamp (milliseconds from power on or last reset), and 3 

(Euler angles) or 4 (quaternion) values for each of the four 

sensors. The baud rate of the connection between the PC 

and the base unit determines the length of the time 

intervals, which are about 5-10 milliseconds at the highest 

setting of 115,600 baud. The lowest available transmission 

rate is 9,600 baud. It is reasonable to down-sample the 

collected data to about 10 samples per second since a 

human arm cannot make significantly large movement 

changes in such small time intervals. Down-sampling also 

reduces computational requirements for real-time gesture 

classification.

To help us assess the measurement repeatability, we 

created our own data visualization. Our visualization runs 

in a real-time capture mode and allows a visual inspection 

of any irregularities. The developed visualization software 

enables a user to choose and display any or all of the angles 

and sensors in multiple windows. This type of visual 

inspection is not possible with the IS300 demo software 

that comes on a CD with the hardware since it is only 

showing the orientation of one inertia cube at a time. An 

example of the visualizations is in Fig. 7. 

V. CLASSIFICATION AND ROBOT CONTROL

A. Classification 

We tested a template-based gesture classification using the 

DTW similarity metric. Six repeated recordings were taken 

for each of 11 different gestures (turn to right, turn to left, 

launch bar up, move ahead, pivot to right, pivot to left, 

brakes, slow down, pass control, stop, slow down engines). 

All the recordings used were manually parsed to only 

contain the time period from the exact beginning to the 

exact ending of the performed gesture. In each set of six 

gesture repetitions, the DTW error was calculated for each 

pair of gestures and for each Euler angle separately, and 

then the sum of all DTW errors was compared against the 

other five gesture replicas. The gesture recording with the 

lowest global DTW values was chosen as the template for 

that gesture. Four more recordings of each of the eleven 

different gestures were acquired to form 44 angular streams 

of test data. These 44 recordings were compared to the 11 

templates and classified using the DTW similarity metric 

with 91% accuracy. By inspecting the DTW values for the 

best matching templates, we selected a threshold of 65,000 

for separating known and unknown gestures. By using this 

threshold and selecting only five of the eleven templates 

(16-20 in Table I or the best five according to gesture 

rankings: brakes, slow down, pass control, stop, slow down 

engines), the classification accuracy has improved to 95%. 

The results are shown in Table III. 

 The template based gesture classification method is very 

time consuming, and grows linearly with the number of 

templates used. This makes it practically unusable for real 

time gesture classification and it was used only for testing. 

We developed a real-time robust gesture classification 

technique that is not described here. 

B. Robot Control 

The last component of a gesture recognition system for 

controlling UAVs is the mapping between the NAVY 

gesture lexicon [2] and robot movement instructions. Given 

a set of robot instructions, this part was straightforward and 

a few examples of gesture mappings are shown in Table 

IV.Fig. 7.  Developed visualization (a) vs. Intersense demo 

visualization (b). 

TABLE III 

CLASSIFICATION WITH 5 TEMPLATES, AND THRESHOLD OF 65,000 

Rank 1 2 3 4 5 Unknown 

1 4      

2  4     

3   4    

4    4  

5     4  

6 1   3 

7      4 

8 1   3 

9      4 

10      4 

11      4 

Bold values show incorrect classification. 
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VI. CONCLUSION

From the analysis of different sensor placements we 

optimized the sensor orientation. We also showed that the 

gestures are very repeatable by comparing them using a 

DTW-based metric. Finally, we concluded that the gestures 

could be recognized with a template based classification 

method. 

During the experiments, we have resolved several 

challenges related to (1) yaw variation due to flight 

director’s orientation, (2) angular offset due to sensor 

attachment, and (3) singularity points of Euler angles. First, 

processing only relative values compensated the yaw 

variation. Second, the angular offset was detected by 

periodically running repeatability experiments and mending 

any loose sensor attachment. Third, an appropriate gesture 

modeling compensated the occurrence of singularity points. 

In future, we will search for sensors that are wireless and 

smaller. These new sensor features could solve some 

problems with (1) tangled wires, (2) the need to be in the 

vicinity of the base device, and (3) the fatigue of a flight 

director caused by bulky sensors. We might conduct 

additional experiments to prove that the active sensing 

approach based on orientation sensors is height, size, 

shape, and gender of flight directors independent. The hand 

gesture tracking can be used anywhere where 

communication by sound is impossible, either due to 

requirements of silence such as in covert commando 

operations, or in loud places like construction sites. 

Another possible application of this technology in 

conjunction with human voice synthesis could help mute 

persons to better communicate with people that do not 

understand sign language. 
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Fig. 8.  A gesture dissimilarity matrix formed by comparing all pairs of gestures from the NAVY lexicon using the proposed DTW metric. Small 

values indicate high similarity. Color-coded entries show values below 70,000 (green); or below 60,000 (yellow); or below 50,000 (orange). 

TABLE IV 

EXAMPLES OF MAPPINGS FROM GESTURES TO ROBOT INSTRUCTIONS.

Gesture Robot Instruction 

Move Ahead SETVEL 40 

Turn To Left SETVEL2 30 40 

Turn To Right SETVEL2 40 30 

Brakes STOP

Pivot To Left SETVEL2 –30 30 

Pivot To Right SETVEL2 30 –30 

Slow Down MULTVEL 0.8 

Move Back SETVEL –40 

Slow Down Engines on Left MULTVELL 0.8 

558


	MAIN MENU
	PREVIOUS MENU
	---------------------------------
	Search CD-ROM
	Search Results
	Print


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (None)
  /CalCMYKProfile (None)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveEPSInfo false
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Helvetica
    /Helvetica-Bold
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 2.00333
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 2.00333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00167
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /Description <<
    /JPN <FEFF3053306e8a2d5b9a306f300130d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e007400730020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d0061002000760069007300750061006c0069007a006100e700e3006f0020006500200069006d0070007200650073007300e3006f00200061006400650071007500610064006100730020007000610072006100200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650072002000650067006e006500640065002000740069006c0020007000e5006c006900640065006c006900670020007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e00200064006900650020006700650073006300680069006b00740020007a0069006a006e0020006f006d0020007a0061006b0065006c0069006a006b006500200064006f00630075006d0065006e00740065006e00200062006500740072006f0075007700620061006100720020007700650065007200200074006500200067006500760065006e00200065006e0020006100660020007400650020006400720075006b006b0065006e002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200071007500650020007000650072006d006900740061006e002000760069007300750061006c0069007a006100720020006500200069006d007000720069006d0069007200200063006f007200720065006300740061006d0065006e0074006500200064006f00630075006d0065006e0074006f007300200065006d00700072006500730061007200690061006c00650073002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f006900740020006c0075006f006400610020006a0061002000740075006c006f00730074006100610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e0020006500730069006b0061007400730065006c00750020006e00e400790074007400e400e40020006c0075006f00740065007400740061007600610073007400690020006c006f00700070007500740075006c006f006b00730065006e002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e007400690020005000440046002000610064006100740074006900200070006500720020006c00610020007300740061006d00700061002000650020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e006500200064006900200064006f00630075006d0065006e0074006900200061007a00690065006e00640061006c0069002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000700061007300730065007200200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f600720020007000e5006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b0072006900660074002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU <FEFF005500730065002000740068006500730065002000730065007400740069006e0067007300200074006f0020006300720065006100740065002000500044004600200064006f00630075006d0065006e007400730020007300750069007400610062006c006500200066006f007200200049004500450045002000580070006c006f00720065002e0020004300720065006100740065006400200031003500200044006500630065006d00620065007200200032003000300033002e>
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice




