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Abstract 
 

In this paper, we address the problem of 3D 
volume reconstruction from depth adjacent sub-
volumes (i.e., sets of image frames) acquired using a 
confocal laser scanning microscope (CLSM). Our 
goal is to align sub-volumes by estimating an optimal 
global image transformation which preserves 
morphological smoothness of medical structures 
(called features, e.g., blood vessels) inside of a 
reconstructed 3D volume. We approached the 
problem by learning morphological characteristics of 
structures inside of each sub-volume, i.e. centroid 
trajectories of features. Next, adjacent sub-volumes 
are aligned by fusing the morphological 
characteristics of structures using extrapolation or 
model fitting. Finally, a global sub-volume to sub-
volume transformation is computed based on the 
entire set of fused structures. The trajectory-based 3D 
volume reconstruction method described here is 
evaluated with a pair of consecutive physical sections 
using two evaluation metrics for morphological 
continuity.  
 
1. Introduction 
 

We address the problem of 3D volume 
reconstruction from depth adjacent sub-volumes (i.e., 
sets of image frames) acquired using confocal laser 
scanning microscopy (CLSM). CLSM is recognized as 
one of the major advances in microscopy due to its 
ability of non-destructive 3D imaging of a tissue with 
a relatively large thickness [1]. Especially, CLSM 
enables researchers to acquire images inside a cell at 
sub-cellular structures that was impossible using a 
conventional microscope. Nevertheless, there is a limit 
to the thickness of a physical section imaged by 
CLSM, and hence 3D volume reconstruction of 
CLSM data is still needed.  

In general, 3D volume reconstruction is considered 
as a very challenging problem for structural and 
quantitative analyses, e.g., 3D surface area analysis 
and 3D visualization. The difference between 3D 
volume reconstructions from 2D histological cross 
sections acquired by CLSM and a regular bright-field 
microscope is in the presence of 3D structural 
information in CLSM sub-volumes (stacks of aligned 
image frames). Thus, 3D volume reconstruction from 
CLSM images can take advantage of the available 3D 
morphological information within each sub-volume as 
it is illustrated in this paper. 

To construct a full 3D volume from multiple 
acquired sub-volumes, one would transform all 3D 
sub-volumes to a reference coordinate system. The 
underlying assumption in this process is based on the 
fact that CLSM imaging performs optical sectioning 
without changing geometric parameters during image 
acquisition. In other words, it is assumed that optical 
sections in a sub-volume are already perfectly aligned. 
On the contrary, physical sub-volumes could be 
rotated and translated due to specimen positioning, 
and possibly distorted by shear due to physical 
sectioning (tissue slicing and handling). It is usually 
very difficult or almost impossible to eliminate the 
slide preparation factors during acquisition process, 
and therefore an image transformation beyond rigid 
model is needed. Thus, our objective is to estimate the 
global affine transformation parameters by 
formulating the problem of 3D volume reconstruction 
from CLSM sub-volumes as an optimization problem 
that minimizes morphological discontinuity across 
physical boundaries of sub-volumes.  

We approach the 3D volume reconstruction 
problem by learning morphological characteristics 
(such as centroid trajectories) of structures inside of 
each CLSM sub-volume first, and then aligning sub-
volumes by fusing the structures using their 
characteristics. The sub-volume alignment process is 



illustrated in Figure 1 as a sequence of the following 
steps; (1) segment out salient medical structures in 
each sub-volume, e.g., cylindrical structures (3D 
segmentation), (2) establish correspondences between 
structures from adjacent sub-volumes (feature 
matching), (3) estimate 3D trajectories from sets of 
points, e.g., from sets of 2D centroid points of 3D 
segments in each frame using regression-discontinuity 
analysis [2] (trajectory computation), (4) fuse two 
corresponding medical structures by combining their 
3D trajectory models (trajectory fusion), and (5) 
compute a global sub-volume to sub-volume 
transformation based on the set of locally fused 
structures (global computation).  

The previous methods developed for the problem 
of pair-wise sub-volume alignment can be classified as 
intensity based methods (e.g., normalized cross 
correlation or normalized mutual information) or 
morphological feature-based methods (e.g., shape 
matching, semi-automated method) [3]. Intensity-
based methods are typically performed by selecting or 
generating a pair of representative images from 
adjacent sub-volumes [4], determining global 
transformation parameters by minimizing a similarity 
metric for all possible transformations, and applying 
the computed global transformation to the sub-
volume. Intuitively, using the intensity-based 
approach, one could select a pair of end frames that 
are near the boundary of adjacent physical sections to 
minimize morphological distortion of the structural 
changes. However, it is well known that due to spatial 

intensity heterogeneity of end frames in CLSM sub-
volumes, correlation techniques would result in very 
low similarity measures, which leads to undesirable 
sensitivity to noise and inaccurate alignments [5], [6]. 
To overcome the problems of intensity heterogeneity, 
alternative approaches for frame selection have been 
suggested that would select the highest contrast 
images [4] or generate a representative image based 
on sub-volume analysis, e.g., projection [7]. Although 
the intensity based methods are feasible in some cases, 
it should be noted that they are computationally very 
expensive due to a large search space of 
transformation parameters. If the search is limited then 
the alignment accuracy might be compromised and 
could result in discontinuities along z-axis (depth).  

Given partial 3D information about structures 
presented in each CLSM sub-volume, we extracted 
centroid trajectories of volumetric segments for 
registration purposes. In the past, the use of similar 
trajectories fusion could be found in motion tracking 
problems from video sequences that were approached 
by the computer vision community [8]. In the case of 
video, trajectory fusion is performed by using all 
available spatio-temporal information [9]. Our work 
with 3D volumes differs in two aspects. First, 
trajectories are extracted from 2+z dimensional data 
sets as opposed 2+t dimensional data sets. Second, the 
primary objective in motion tracking from video is to 
estimate each object motion from a trajectory, while 
the main objective in 3D volume reconstruction is to 
estimate a global registration transformation from all 
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Figure 1: Overview of the trajectory-based alignment. 
 



trajectories. Our trajectory-based approach to 3D 
volume reconstruction has not been explored for sub-
volume alignment problem in the past.  

The paper is organized as followings: Section 2 
describes the material preparation for test data and the 
process of 3D volume reconstruction using two 
different trajectory fusion methods defined by two 
evaluation methods. In Section 3, we present 
experimental results for different (a) trajectory fusion 
method, (b) physical gaps between adjacent sub-
volumes, and (c) polynomial model complexity. 
 
2. Methods 
 

In this paper, we developed a trajectory-based sub-
volume alignment method using two trajectory fusion 
objectives, such as minimum discontinuity across two 
adjacent sub-volumes and minimum residual of a 
polynomial fit to corresponding trajectory points from 
adjacent sub-volumes. The overall process of the 
developed techniques is illustrated in the previous 
section (Figure 1). 

Material preparation and CLSM image acquisition 
were performed as following way: Formalin-fixed, 
paraffin-embedded uveal melanoma tissue samples 
were sectioned at 4 mµ  thickness. All histological 
serial sections were examined with a Leica SP2 laser 
scanning confocal microscope (Leica, Heidelberg, 
Germany) using the 40×  objective with 605 ~ 700nm  
excitation wavelength range for the test specimens. 
Images were stored in tagged information file format 
(TIFF) with 512 by 512 pixel resolution. One 3D sub-
volume was formed from 13 image frames along axial 
coordinates (z-coordinate or depth) in a same lateral 
area. Therefore, a sub-volume consists of 512 by 512 
by 13 voxels, which is equivalent to physical 
dimensions of 375 x 375 x 3.9 mµ .  

 
2.1. Three-dimensional segmentation 

 
We developed a sphere-based region growing 

method that can segment out partially closed 
volumetric segments by extending the 2D disc-based 
segmentation method [4] to 3D sphere-based 
approach. In the absence of artificially inserted 
fiduciary markers, the volumetric segments in our data 
correspond to vascular structures used for registration.  
The fact that vascular structures are observed as 
partially closed volumetric segments in CLSM images 
is caused by photo bleaching or loss (possibly lack) of 
a fluorescent dye. The developed region growing 
method can recover vascular regions in those cases 
when an edge of a color homogeneous closed region is 

discontinued, an edge is partially destroyed during 
noise thresholding (especially if a high threshold value 
has to be applied to remove background noise), or an 
edge is missing since it lies partially outside of the 
imaged area. Figure 2 shows an illustration of 3D 
segmentation by growing interior region of a vascular 
region using a virtual sphere (ball).  

 
2.2. Selection of 3D segments 
 

The three-dimensional segmentation method 
presented in Section 2.1 generates a set of 3D 
segments from a CLSM sub-volume. These segments 
may significantly deviate from a cylindrical model of 
a blood vessel. We removed some of the deviating 
segments by limiting the number of voxels in a 
volumetric structure. Although 3D segments with 
significant morphological changes or bifurcations may 
be interesting for clinical inspections, they are not 
necessarily useful in terms of registration purpose 
because of their complexity and trajectory uncertainty. 
 
2.3. Finding corresponding 3D segments 
 

The correspondence problem for 3D segments from 
adjacent sub-volumes is often easier to solve using 
shape characteristics of 2D cross sections of 3D 
segments rather than the shape characteristics of 3D 
segments. Our assumption is that the shape 
characteristics of 2D cross sections are sufficient to 
establish correspondences of 3D segments as proposed 
in [4] by solving a variation of the Procrustes problem 
[10]. We used the correspondence technique in [4] 
that is based on matching with the Euclidian distance 
based method followed by matching with the vector 
distance based method. Figure 3 shows an example of 
result for feature correspondence problem. 

 
 

Figure 2: 3D segmentation of a volumetric 
region using a virtual sphere. 

 



  
 

Figure 3: The feature correspondence for a 
pair of images to be aligned: The centroid 
locations of the segments are labeled for 
corresponding feature segments. 

 
2.4. Fusing corresponding sets of trajectory 
points 
 

The goal of this computation is (a) to calculate 
trajectory points of a 3D segment by estimating 2D 
centroids in each 2D frame of one sub-volume, and (b) 
to determine pairs of alignment control points from 
adjacent sub-volumes by fusing corresponding sets of 
trajectory points. 

We define a set of 3D trajectory points derived for 
the i -th 3D segment in the k -th sub-volume as: 

1 1 1 2 2 2{( , , ), ( , , ),..., ( , , )}k
i m m mt x y z x y z x y z=  (1) 

where m  is the number of frames (depth) in the sub-
volume. The lateral coordinate ( , )x y  is a centroid 
location in a frame, and the axial coordinate z  
represents the depth in a 3D segment.  

Next, we determine points of a pair of aligned 
trajectories. This task is achieved by performing 
trajectory fusion under a set of optimization 
objectives. The goal of trajectory fusion is to 
determine the pairs of control points to estimate the 
most accurate global transformation 2 2:α →  
applied to lateral planes (frames) of sub-volumes. In 
our work, we chose to estimate affine transformation 
parameters.  

First, given a set of matching pairs of depth-
adjacent trajectories k

it  and 1k
it + , we compute * 1k

it +  
(see equation (2)) by one of the trajectory fusion 
methods described in the following sections (section 
2.4.1 and section 2.4.2).       

* 1
1 1 1

2 2 2

{( , , ),
( , , ),...,
( , , )}

k
i i i

i i

m i m i m

t x u y v z
x u y v z
x u y v z

+ = + +

+ +

+ +

 (2) 

 Then, * 1k
it +  is considered as a set of modified 

(translated in lateral plane) trajectories that best fuse 
(connect) the corresponding features in k

it . Next, we 
compute the global affine transformation α  by using 
all features based on the least-squares fit method 
defined as follows:    

n
* 1 1 2

( ) 1

( ) arg min( [ ( )] )k k
i i

i

t t
α

α α+ +

⋅ =

⋅ = −∑  (3) 

where n  is the number of matching 3D segments. 
Finally, we transform a set of images (frames) in the 
sub-volume 1k +  by the estimated transformation α  
to create the new aligned sub-volume. 

We developed two methods for trajectory fusion 
denoted as fusion by extrapolation and fusion by 
polynomial model fitting as described next. 

 
2.4.1. Fusion by extrapolation. The trajectory fusion 
by extrapolation is driven by maximizing continuity of 
matching trajectories at the sub-volume border. 
Assuming that there exist some gaps between adjacent 
sub-volumes, we extrapolate a pair of points 

1 1 1( , , )k k k k
im m mx y z t+ + + ∈  and 1 1 1 1

0 0 0( , , )k k k k
ix y z t+ + + +∈ , 

where 1 1
1 0 1

k k k km mz z z z+ +
+< = < . Then, we compute the 

translational offset ( , )i iu v  of feature i  as follows: 
1 1

0 1 0 1( , ) ( , )k k k k
i i m mu v x x y y+ +

+ += − −  (4) 

To generate the pair of extrapolated points 
1 1 1( , , )k k k

m m mx y z+ + +  and 1 1 1
0 0 0( , , )k k kx y z+ + + , we used two 

different methods, such as an end-point duplication 
and polynomial-based extrapolation with three 
different polynomial degrees. First, the end-point 
duplication is performed by replicating ( , )x y  
coordinate of the adjacent end trajectory points as 
illustrated below:   

1 1 1

1 1 1 1 1 1
0 0 0 1 1 1

( , , ) ( , , )

( , , ) ( , , )

k k k k k k
m m m m m m gap

k k k k k k
gap

x y z x y z

x y z x y z
+ + +

+ + + + + +

= + ∆

= − ∆
 (5) 

An example of trajectory fusion by end-point 
duplication is illustrated in Figure 4 (a). 

Second, the polynomial-based extrapolation is 
achieved by estimating the degree γ  of polynomial 

functions ( )k
if

γ  and 1( )k
if

γ+  based on k
it  and 1k

it + . To 
compute a 3D polynomial curve, we estimate a 
function ( )k

if
γ  according to the equations below:   
( )

0 1

( )
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( ) ...

( ) ...

k
ix

k
iy
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f z b b z b z

γ γ
γ

γ γ
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 (6) 



where  
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 Next, a pair of extrapolated points is generated as 
follows:  

( )
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Finally the translational offset ( , )i iu v  of feature i  
is computed as shown in equation (4).  

 
2.4.2. Fusion by model fitting. The trajectory fusion 
by model fitting is driven by maximizing smoothness 
of matching trajectories within the two adjacent sub-
volumes. We assume relatively short trajectories of a 
blood vessel within each sub-volume follow a 
polynomial curve with the degree of less than three 
(cubic). Although the exact trajectory model and 
degree are not known, our results demonstrate a good 
cubic fit experimentally.   

First, we define ( ) ( )k
ir tγ  as a residual after fitting a 

polynomial function of γ -degree ( )k
if

γ  to a trajectory 
k
it  (see below):  

( ) ( ) ( )( ) ( ( ) ( )) / 2k k k
i x i y ir t r t r tγ γ γ= +  (8) 

where 
( ) ( ) 2

0

1( ) ( ( ))
m

k k
x i ij ix i

j

r t x f z
m

γ γ

=

= −∑   and  

( ) ( ) 2

0

1( ) ( ( ))
m

k k
y i ij iy i

j

r t y f z
m

γ γ

=

= −∑ . 

To compute the residual of a fused trajectory from 
a pair of trajectories, we introduce a binary operator 

k∆⊕  which merges a pair of trajectories between the 
sub-volumes k  and 1k + , and with a physical gap k  
corresponding to missing frames. The parameter k  is 
assumed to be constant for all sub-volumes in one set 
of experimental sub-volumes and k  is typically less 
than the thickness spanned by three optical frames. 
The residual of a fused trajectory is then evaluated as 

( ) 1( )
k

k k
i ir t tγ +

∆⊕ . 
For each pair of matching trajectories i , we search 

for the translational offset ( , )i iu v  of * 1k
it +  by 

minimizing the residual  ( ) 1( )
k

k k
i ir t tγ +

∆⊕ :   

( ) * 1

( , ) neighborhood
( , ) arg min ( ( ))

k
i i

k k
i i i i

u v
u v r t tγ +

∆
∈

= ⊕  (9) 

An example of trajectory fusion by residual 
minimization is shown in Figure 4 (b).  

 
2.5. Estimation of alignment transformation 

 

 
(a) 

 

 
(b) 

 
Figure 4: Trajectory fusion by different methods: (a) trajectory fusion by connecting end-points, 
and (b) trajectory fusion by residual minimization. 1T  and 2T  indicate the estimated transformation 
by extrapolation (end-point connection) and residual minimization method respectively. 

 



For the selected affine transformation model ( )α ⋅ , 
the affine parameters can be estimated by choosing at 
least three pairs of corresponding points and 
computing six affine transformation parameters shown 
in equation below.    

00 01 02

10 11 12

'
'

x x
y y

β β β
β β β
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= +⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦

 (10) 

The values ( ',  ') ( , ) x y x yα=  are the transformed 
coordinates of the original image coordinates ( , )x y  
by affine transformation ( )α ⋅ . The parameter 
estimation can be performed either by a feature 
selection method, e.g., using a compactness measure 
[11], or by a least-squares fit method for estimating 
affine transformation parameters derived from 
corresponding trajectory points. In our work, we used 
the latter approach.  

 
2.6. Evaluation metrics for alignment accuracy 

 
We define two evaluation metrics for trajectory 

alignment accuracy, such as global residual and 
discontinuity. The evaluations are performed after 
applying the final global transformation.  

 
Global residual metric: The global residual can be 
calculated as follows: 

( ) ( ) 1
i

1

1= ( ( ))
n k

n
k k
i ik

i

R r t tγ γ α +
∆

=

⊕∑  (11) 

where ( ) 1
i ( ( ))

k

k k
i ir t tγ α +

∆⊕  is a residual of the i -th 

trajectory in sub-volumes k  and 1k + , and n  is the 
number of matching trajectories (features). We assume 
that the sub-volume feature correspondence is known, 
for example, k

it  and 1k
it +  are assumed to be a pair of 

matching volume features.   
 

Discontinuity metric: We define a trajectory 
discontinuity 1( , )k k

i id t t +  as a 2D 2L  distance (in 
lateral plane) of the pair of points that connect the 
adjacent trajectories.   

1 1( , ) ( ) ( )k k k k
i i last i first id t t e t e t+ += −  (12) 

where ( )k
last ie t  and 1( )k

first ie t +  are the adjacent (the 

last of k
it  and the first of 1k

it
+ ) 2D lateral coordinates. 

To incorporate the sub-volume gap k  for end point 
evaluations, the axial z -coordinates need to be 

adjusted by ( 1) 0.5k+ ∆ + ×  and ( 1) 0.5k− ∆ + ×  for kt  

and 1kt +  respectively.  
Finally, the global discontinuity kD  of sub-

volumes k  and 1k +  is defined as follows: 

1

1

1= ( , )
n

n
k k

k i i
i

D d t t +

=
∑  (13) 

 
3. Experimental Results 

 
We evaluated the global residual and discontinuity 

while considering three experimental variables for 
trajectory-based 3D volume reconstruction from 
CLSM: (1) the polynomial degree γ  of centroid 
trajectories along axial direction (z-axis of sub-
volumes), (2) the thickness of gaps between adjacent 
sub-volumes k∆ , (3) the trajectory fusion method 
(extrapolation and residual minimization).  

 
Trajectory computation: Figure 5 shows a pair of 
input sub-volumes and segmented sub-volumes. After 
extracting volumetric segments, feature 
correspondences are established according to [4]. 
Next, trajectories sub-volume1

it  and sub-volume2
it  are 

established by computing centroids from the i -th 

  
(a)                                      (b) 

  
(c)                                          (d) 

 
Figure 5: A pair of CLSM sub-volumes: (a) 
sub-volume 1 (upper physical section), (b) 
sub-volume 2 (lower physical section), (c) 3D 
segments of (a), and (d) 3D segments of (b). 
 



matching sub-volume features in all 2D optical 
sections (frames). An example pair of 3D trajectories 
is shown in Figure 6. 

 
Trajectory fusion: Figure 7 shows the result of 
discontinuities from trajectory fusion using 
extrapolation method and residual minimization 
method with linear, quadratic, and cubic models and 
with respect to different sub-volume gaps. Based on 
the result, we concluded the following; (1) the 
extrapolation method achieves lower (better) 
discontinuity than the residual minimization method 
regardless of the polynomial degree (model 
complexity); (2) discontinuity is not necessarily 
related to the size of the physical gaps; and (3) 
discontinuity is relatively insensitive to the polynomial 
degree for each fusion method (e.g., curves in the 
graph using the same method remain close to each 
other).  

Figure 8 shows the result of trajectory residuals 
after fusing depth-adjacent trajectories using 
extrapolation method and residual minimization 
method. From this result, we concluded that; (1) the 
residual minimization method always achieves lower 
(better) residual than the extrapolation method for the 
same polynomial degree; (2) all residuals decrease 

with the size of physical gaps of the adjacent sub-
volumes regardless of the fusion method and the 
polynomial degree; and (3) the resulting residual is 
more sensitive to the choice of the polynomial degree 
(model complexity) than to the choice of the fusion 
method.  

Figure 9 shows some examples of the final three-
dimensional volumes without trajectory fusion (Figure 
9 (b)), with trajectory fusion based on extrapolation 
method (Figure 9 (c)), and with trajectory fusion 
based on residual minimization method (Figure 9 (d)) 
respectively for the sub-area in Figure 9 (a). From 
sub-area views, one could visually verify that 
trajectory fusion by either method improves the 
discontinuity of registered volumetric features. Figure 
9 (c) and (d) show different registration results based 
on different trajectory fusion approaches.  

                                                           
1  EX() and RM() refer to extrapolation method and residual 
minimization method respectively. Note that extrapolation method is 

 
 

Figure 6: Sets of (exaggerated) trajectories 
from adjacent sub-volumes in Figure 5. 
Numbers indicate the labels of matching 
trajectories. Red line segments represent 
centroids points, and green curves 
represents trajectories by polynomial fitting 
(cubic). 
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Figure 7: Trajectory discontinuity as function 
of physical gaps between adjacent sub-
volumes1. 
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Figure 8: Trajectory residuals as a function of 
physical gaps between adjacent sub-
volumes1. 
 



 
4. Conclusion 
 

We addressed the problem of 3D volume 
reconstruction from depth adjacent CLSM sub-
volumes by estimating an optimal global image 
transformation which preserves morphological 
smoothness of medical structures inside of the 
reconstructed 3D volume. To preserve morphological 
smoothness of the reconstructed 3D medical 
structures, we defined two metrics for morphological 
continuity labeled as end point discontinuity and 
polynomial curve fitting residual, and then minimized 
the metrics across adjacent sub-volumes and all salient 
structures.  

Finally, we discuss how an end-user could select 
the most appropriate fusion method and polynomial 
degree (model complexity). In terms of the fusion 
method selection, the choice should be driven by 
weighting priorities of continuity of matching 
trajectories at the sub-volume border or smoothness of 
matched trajectories within the adjacent sub-volumes. 
These decisions can be guided by designing a cost 
function for a hybrid fusion method. In terms of the 
polynomial degree selection, the polynomial degree 
(model complexity) is important if the trajectory 
model is known a priori and the residual is the main 
concern of an end-user. It is recommended to 
eliminate over-fitting by performing thorough studies 
of the medical structures of interest.  
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Figure 9: (a) Final reconstructed 3D volume: (b) by no trajectory fusion for gap = 1, (c)  by trajectory 
fusion based on extrapolation method, and (d)  by trajectory fusion based on residual minimization 
method. Note that (b), (c), and (d) show side-views of the marked region (yellow box) in (a). 
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